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Motivation and System Pipeline 
 
•  Motivation: Answering the question “what is the user looking at right now?” 

•  Key insight: Match the point-of-view (POV) images from an egocentric device to a 
reference database of the scene 

 

•  Reference database: It can be either pre-built or concurrently captured. Examples: 
Google Street View, video cameras in event spaces, Google art project, etc. 

Joint Egocentric FOV Localization 

Outdoor urban environments: 250 POV images of San Francisco and New York 
matched against Street View reference images. Localization accuracy: 92.4% 

Indoor environments: 30 minutes of 720p POV video from Google Glass 
matched against two 1080p reference cameras. Localization accuracy: 95.7% 

Egocentric video tours: 250 POV images of paintings at two museums in New 
York city matched against reference images from the Google Art project. 
Localization accuracy: 90.8% 

Egocentric FOV Localization 

Joint egocentric FOV localization: 4 users wore Google Glass 
and captured 60 minutes of HD video at the Computer History 
Museum in California. Results are shown for the 6 pairs of videos. 

Applications 

System pipeline: An overview of our egocentric FOV localization system 

 
•  Tourism, assistive technology 

and advertising in outdoor 
environments 

•  Determining regions of interest 
from one or more users in 
indoor spaces 

•  Egocentric tours of museums 

•  Using data from joint egocentric 
FOV localization for efficient 
planning of indoor spaces 


